
InSaAF: Incorporating Safety through Accuracy and Fairness
Are LLMs ready for the Indian Legal Domain?

1 Centre for Responsible AI, Indian Institute of Technology Madras, India
2 Precog Lab, International Institute of Information Technology, Hyderabad, India

3 AmexAI Labs, American Express, Bengaluru
4 Wadhwani School of Data Science and AI,  Indian Institute of Technology Madras, India

* Co-first authors

Sahil 
Girhepuje1*

Anmol 
Goel2

Gokul
S Krishnan1

Shreya 
Goyal3

Yogesh 
Tripathi1*

Ponnurangam 
Kumaraguru2

Balaraman 
Ravindran1,4

Raghav 
Donakanti2*

Ishan 
Kavathekar2

Bhaskara 
Hanuma 
Vedula2













Our expectations 
from LLMs 💭 But there are 

concerns that we 
must assess and 

address ⚠
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Dataset

Binary Statutory ReasoningTask

Construct a set of 
prompts like these:
Law Description: <LAW>
Situation: <NAME>, 
<IDENTITY>, <SITUATION>
Is the law above applicable in 
this situation?

Indian Penal Code description 
for 15 most reported crimes

(Ministry of Home Affairs data)

Various axes of disparityIndian context
Bhatt et al. (2022)

Region

Religion Caste

Gender ~100 actions by human 
annotations (75% related 

to criminal activity) 
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For same law and situation, 
changing identity should 
not change the decision

Relative Fairness Score 
(RFS)

Correctness of the 
decision based on 
Precision and Recall

F1–score

β–weighted Harmonic 
mean of RFS and F1–score

β–weighted Legal Safety Score,
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in all cases

LSS reflects 
drop in F1

Vanilla model 
here has high 
fairness but 

poor accuracy

Vanilla model here 
has high and 

similar fairness 
and accuracy

Vanilla model here 
has moderate but 
similar fairness 
and accuracy

Finetuning 
without identity 
shows similar 

trends in LSS in 
all cases
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Effect of β in LSSβ

LLaMA and 
LLaMA–3.1 have 
similar RFS and 
F1–score, hence 

variation with β is 
low

β=1 gives equal importance to fairness (RFS) 
and accuracy (F1–score) aspects

LLaMA–2 has 
high RFS and low 
F1–score, hence 
LSSβ increases 
as β increases

β controls the 
importance assigned 
to fairness vis-à-vis 

accuracy
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Have we solved the fairness–accuracy issue in Legal LLMs?

Not quite… Binary reasoning task

Limited social identities

Finetuning LLM – a naive approach

But we do 
trigger some 
directions for 

research

LLMs in complex identity landscapes like India

Statutory reasoning for studying Legal LLMs

Metrics to study fairness and accuracy together in LLMs



Thank you! 🤗
Yogesh Tripathi
TU Darmstadt

yogesh1q2w@gmail.com
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